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Abstract—Urban sensing where mobile users continuously gather, process, and share location-sensitive sensor data (e.g., street images, road condition, traffic flow) is emerging as a new network paradigm of sensor information sharing in urban environments. The key enablers are the smartphones (e.g., iPhones and Android phones) equipped with onboard sensors (e.g., cameras, accelerometer, compass, GPS) and various wireless devices (e.g., WiFi and 2/3G). The goal of this paper is to design a scalable sensor networking platform where millions of users on the move can participate in urban sensing and share location-aware information using always-on cellular data connections. We propose a two-tier sensor networking platform called GeoServ where mobile users publish/access sensor data via an Internet-based distributed P2P overlay network. The main contribution of this paper is two-fold: a location-aware sensor data retrieval scheme that supports geographic range queries, and a location-aware publish-subscribe scheme that enables efficient multicast routing over a group of subscribed users. We prove that GeoServ protocols preserve locality and validate their performance via extensive simulations.

I. INTRODUCTION

Rising popularity of smartphones with onboard sensors (e.g., GPS, compass, accelerometer) and always-on mobile Internet connections via 2/3G (and 4G/LTE) sheds lights on using smartphones as a platform for large-scale urban sensing (or participatory sensing) [25], [24]. Mobile users can perform location-aware micro-blogging by publishing/accessing brief micro-media updates such as photos or audio/video clips [11], measure personalized estimates of environmental impact and exposure (e.g., PIER [25]), profile road/driving conditions (e.g., potholes and honking [24]), and share live traffic information (e.g., Google Maps [14]).

Recent reports estimated that smartphone users will catch and surpass feature phone users in the U.S. by 2011, reaching more than 150 million users [39]. This means that millions of smartphone users on the move could participate in urban sensing, which would be comparable to supporting large-scale web services [2]. For instance, 10 million mobile users could generate sensor data at the rate of 1KB/s per user (e.g., GPS, accelerometer, WiFi scanning data) and also send queries, requiring networking systems with a sheer amount of bandwidth (>800gbs), storage space (>36TB/hr), and computational power. Thus, there is a need for scalable sensor networking systems that can facilitate information sharing among millions of mobile users via always-on 2/3G connections.

One promising design option would be using a mobile-to-mobile overlay network of 2/3G users. Recently, Rybicki et al. [36], [37] proposed PeerTIS where mobile phones on the road form a distributed hash table (DHT) to realize scalable information sharing in vehicular environments (e.g., congestion notification). However, mobile-to-mobile networking is not practical for several reasons. Most importantly, P2P connections between mobile devices are typically hampered by network address translation (NAT), a commonly used technique in the mobile operator’s domain to better utilize limited IP address blocks and to provide secure Internet connectivity [20]; for P2P we need additional services such as session initiation protocol (SIP) or P2P proxy servers [22]. Moreover, P2P protocol operations such as routing and searching may require quite a few message exchanges over mobile nodes, which results in intolerable delays given that 2/3G cellular networks typically has a large round trip delay (i.e., several hundred milliseconds [29]). Also this causes significant resource consumption (e.g., battery, processing power, and bandwidth), which is a serious problem for resource-limited smartphones.

Therefore, it behooves us to consider using the Internet servers for large-scale urban sensing. Existing Internet-based systems are mostly based on centralized multi-tier architecture where sensor data are stored on the centralized back-end database servers (either directly or through web servers) [41], [27], [33]. Semi-hierarchical architecture was also proposed in the literature [12], [1] where each organization maintains database servers for its own stationary sensors, and information access is realized using a global naming service. While such centralized approaches could provide scalable services by provisioning more servers and bandwidth at the data centers, for participatory sensing a viable alternative is to leverage users’ participation by allowing them to share their computing resources (e.g., desktops and home gateways) via a distributed P2P network, and to deliver those services in a comparable quality.

To this reason, we consider a two-tier sensor networking architecture for large-scale participatory sensing: i.e., Internet-based fixed servers form a distributed P2P sensor networking overlay, through which mobile users can publish/access sensor data. For those who opt in services, Internet-based P2P services are installed on their desktops/laptops, or on always-on micro servers such as home gateways and set-top boxes (called nanodatacenters nodes) [26].

Given that urban sensing apps are mostly location-sensitive, we horizontally partition sensor data based on geographic coordinates across Internet-based P2P overlay nodes. Moreover, since mobile users continually publish location-sensitive data, they are associated with overlay nodes that are responsible for the area where they are currently residing to minimize routing overhead. Both Internet servers and mobile clients have map data of the associated areas, e.g., Tigrermap [40]. Consider the traffic information system. A mobile user located at location (X, Y) will be associated with an overlay node responsible for the current area. The mobile user generates traffic related

1We assume that the resulting overlay network is quite stable like Skype, where the frequency of node join/leave is less than 5% within 30 minutes [15].
information (e.g., GPS samples and speeds) and publishes that data to the overlay node—sensor data are “geographically partitioned” along overlay nodes. Representative queries include finding the average speed of nearby areas, and notifying traffic jam along one’s driving route. Thus, we envision the following key overlay services:

- **Location-aware sensor data retrieval service** where geographic range queries (over the geographically partitioned sensor data stored in the overlay nodes) are efficiently handled; e.g., apps fetch GPS readings originated from a set of road segments to calculate the average speeds in that area.
- **Location-aware publish-subscribe service** where mobile users or sensing apps can create/join a group and efficiently share location-sensitive data; e.g., mobile users subscribe to congestion information along one’s driving route, and when congestion happens in a certain area, apps notify an event to all the subscribed users.

Given that structured P2P overlays or distributed hash tables (DHTs) generally provide better routing/searching performance with much lower overhead when compared with structureless P2P overlays (e.g., Gnutella), we consider DHTs as an underlying routing mechanism for data retrieval. However, conventional DHT based storage systems (e.g., CFS [7] and PAST [35]) use consistent hashing that breaks up content locality, making it hard to support location-aware services. In our scenarios, for instance, two data items that are close in key space, e.g., one item at location (1, 1) and the other item at location (1, 2) may be far apart in DHT key space, requiring two individual unicast messages to retrieve them (no geographic locality).

To preserve content locality, several solutions have been proposed so far, such as SkipNet [17], D2 [28], Mercury [3]. These DHTs, however, are optimized for single attribute queries and cannot efficiently handle multi-attribute queries (2D geographic operations in our case). For instance, Mercury creates a distributed hash table for each attribute, and data (or pointers) are sent to all tables such that a query can be resolved only using a single table. For a given X coordinate, an overlay node is responsible for keeping the entire Y coordinate space, which makes the load balancing and storage management very difficult. Moreover, it is not clear how to support **location-aware publish-subscribe services** using these proposals — so far existing DHT-based publish-subscribe protocols [43], [31], [4] use consistent hashing, failing to preserve content locality.

In this paper, we propose a **GeoServ**, a scalable sensor networking platform for large-scale participatory sensing on the move. GeoServ linearize 2D geographic space into fixed size grids (say 100m×100m grids) with the Hilbert space filing curve (HSFC) [19] and use this grid ID space as DHT key space to preserve content (geographic) locality. Location-sensitive sensor data are geographically partitioned across overlay nodes using the grid ID space, and mobile clients can publish/access data through the overlay network. Based on this, we significantly extend Symphony DHT [23] and propose GeoTable, a location-aware data retrieval service over HSFC space that preserves geographic locality of 2D range queries, which is analogous to geocasting (or geographic routing) in wireless mobile ad hoc networks. Moreover, we propose **GeoPS** that supports “location-aware” publish-subscribe services such as sharing traffic information with a group of mobile users. The following are the main contributions of the paper:

- We propose **GeoTable**, a location-aware sensor data retrieval method. It reduces routing latency and handle load imbalances induced by skewed distribution of mobile users (e.g., large cities vs. rural areas). We provide a proof that GeoTable can preserve geographic locality.
- We propose **GeoPS**, a location-aware sensor data publish-subscribe method. GeoPS builds and manages a content distribution tree to the subscription group members, which preserves the content locality. We provide a proof for the efficiency guarantee of GeoPS.
- We evaluate effectiveness of GeoTable and GeoPS through extensive evaluation study.

The rest of the paper is organized as follows. We present the GeoServ system overview in Section II. Location-aware routing and publish/subscribe of GeoServ are described in Section III and Section IV, respectively. We then discuss our evaluation method and results in Section V. We present the related work in Section VI and then conclude in Section VII.

**II. GEOSERV OVERVIEW**

This section first summarizes the location-aware services that can be supported on GeoServ and discusses GeoServ system architecture.

**A. Location-aware Services on the Road**

Drivers may want to know various events or conditions on the road to make an informed decision; e.g., avoid driving on the roads with bad pavement conditions. The following are the service examples:

- **Street-level traffic flow information**: Vehicles as sensors collect GPS measurements and can share data using wireless connectivity. This mobile sensor approach greatly extends coverage (over traditional fixed sensors), thus enabling **street-level traffic flow estimation**.
- **Vehicular safety warning services**: Non-time critical safety warning messages can be timely delivered over 2/3G networks (due to large RTT). This warning service can be treated as a **virtual electronic sign** on the road. Mobile users can detect safety related information using their smartphones either through manual blogging or automated filtering.
- **Ride quality monitoring**: Municipalities have been profiling roads using expensive profiling devices mounted on the vehicles that use GPS, accelerometer/laser sensors [34]. Researchers have recently considered using less expensive commodity sensors and smartphones (e.g., pothole detection [10], [24]).

**B. System Architecture**

GeoServ is a two-tier sensor networking platform that exploits the P2P Internet infrastructure. We assume that users who opt in GeoServ services install GeoServ software in both PCs/laptops and smartphones. Internet servers installed on PCs/laptops provide a distributed P2P sensor storage over the Internet, through which mobile clients can publish/access location-sensitive sensor data (see Figure 1). Since most sensor data is generated on the roads (and most queries are location
sensor data of the grid space that the server currently is in charge of and supports a remote database access protocol like Open Database Connectivity (ODBC) over GeoTable; and (2) GeoServMobile that provides control and transparent access of sensing resources and supports various application filters that process raw sensor data based on application demands and publish sensor data to GeoServDB over GeoTable. In this paper, we mainly illustrate the key components, namely GeoTable and GeoPS and leave the discussion of other components due to the page limit.

III. LOCATION-AWARE SENSOR DATA RETRIEVAL SERVICE

We illustrate the Hilbert space filling curve, review routing semantics, present a detailed routing mechanism and its improvement techniques (e.g., delay and load balancing) and prove that the Hilbert curve based approach preserves content (geographic) locality.

Hilbert space filling curve: In GeoServ, we divide the geographic area of interest into fixed size grids (say $R \times R$), and there are total $2^M \times 2^M$ grids where $M$ is the smallest exponent that covers the entire area. For example, assuming that the size of the contiguous U.S. is approximated as $3000km \times 3000km$, it can be represented using $2^{13} \times 2^{13}$ fixed grids where $R$ is given as $1km$. Given this 2D grid space, we use the Hilbert space filling curve, a linear mapping function where successive points are nearest neighbors in the 2D grid. The construction of the Hilbert curve is recursively defined. The basic mapping in Figure 2(a) is replicated in four quadrants. The lower left quadrant is rotated clockwise 90 degrees, the lower right quadrant is rotated anti-clockwise 90 degrees, and the sense (i.e., direction of traversal) of both lower quadrants is reversed. The two upper quadrants have no rotation and no change of sense (see Figure 2(b)). Thanks to the recursive construction above, the linear ID along the curve for any given grid point $(x, y)$ can be easily calculated. The linear coordinate is augmented with two bits at a time for each recursion; i.e., the most significant bits (MSBs) of the $x$ and $y$ give the 2 MSBs of the resulting linear coordinate, along with the rotation and sense to be applied to the rest of the computation. Readers can find the detail algorithms and comparisons with other linearization schemes in [19].

Routing semantics: The above definition enables GeoTable to map a 2D grid coordinate $(x, y)$ to a $D$-bit numeric address on the Hilbert curve. Location-aware applications running on top of GeoServ (or mobile users) can access sensor data generated from a remote region which can be a grid point, or multiple contiguous grid points denoted using a line/curve segment or a generic polygon formed by a set of line segments;
e.g., apps want to fetch GPS readings originated from a set of road segments to calculate the average speeds in that area. Depending on how many overlay nodes are deployed and the size of a queried region, the region could be covered by a single overlay node, or by multiple overlay nodes. Thus, this routing strategy can be treated as geocasting (which is widely used in wireless mobile ad hoc networks) because destination nodes are implicitly set by specifying a target region — query packets are delivered to a group of overlay nodes that cover the region.

**Geocasting to a single grid point:** Since there is only a single overlay node that covers a given grid point, this can be seen as geographic unicast routing of a query packet. The unicast routing exactly follows the routing policy Symphony DHT [23] that uses Kleinberg’s Small World phenomenon. For completeness, we present Symphony DHT. In Symphony, a node joins the network by picking up a random ID (equivalent to a numeric grid ID on the Hilbert curve). Every node maintains two short links to one’s 1-hop neighbors and \( k \geq 1 \) long distance links. Long distance links are constructed as follows. Consider a node whose ID is \( n \) and is responsible for the range \([\ell, r]\). Let \( I \) denote the space of \( D \)-bit Hilbert curve, \([0, 2^D]\). For each link, a node draws a number \( x \in I \) based on the harmonic probability distribution function: 
\[
p_n(x) = \frac{1}{(n \log n)} \quad \text{if} \quad x \in [2^D/n, 2^D].
\]
Kleinberg showed that such a construction allows us to greedily route packets to a random node (i.e., in each hop, follow a long link that is closest to the destination) in \( O(\log^2 n) \) hops on average [23]. Figure 3 shows an example. Readers can find the details of join/leave functions in [23].

**Geocasting to multiple grid points:** The current GeoTable prototype supports simple rectangular area based addressing as \( \{(x_1, y_1), (x_2, y_2)\} \) that denotes lower left and upper right corners, respectively. Our system can be extended to support more complex shapes using polygons, defined by a set of line segments. For a given rectangular area, nodes first translate the area to find a set of ordered segments on the Hilbert curve where a segment is composed of contiguous grid points. Consider a rectangular area in thick dotted lines in Figure 2(b). Recall that the Hilbert curve looses some of data locality (50% to be precise as the curve connects only two of its neighbors). Thus, it requires a set of segments to cover a rectangular area. In Figure 4, we have two segments, namely \( \{0001 - 0010, 1101 - 1110\} \). Given this, geocasting is straightforward. For a given ordered list, a packet is first routed to the head of the first segment (e.g., 0001) using the aforementioned unicast routing scheme. By following the neighbor links, the first segment is scanned. Since an overlay node typically covers a span of key space, this is simply local scanning. After this, the query packet will be forwarded to the head of the next segment and another scan will be performed. This process repeats until we cover all the segments in the list.

We show that the expected routing cost of geocasting depends on the size of the target area. The following theorem shows that once a query is routed to the target area at the cost of \( O(\log^2 n) \), and it can be resolved locally with a set of nodes that covers the queried area (which is defined as the least Hilbert curve mapping area in the theorem), meaning that routing is done only using a much smaller set of nodes (instead of using all nodes \( n \)).

**Theorem 1:** The expected path length of geocasting to a square area based range query of size \( \sqrt{s} \times \sqrt{s} \) grids is upper bounded by \( \Theta(\log^2 n + \sqrt{s} \log^2 S + s) \) where \( n \) is the number of overlay nodes, and \( S \) is the number of overlay nodes in the least Hilbert curve mapping area that contains the queried area.

**Proof:** We consider the worst case scenario of placing the square grids at the center of the geographic area. In Figure 2, for instance we place \( 2 \times 2 \) square grids in the area: \( \{0010, 1101, 1000, 0111\} \). We divide the region into four identical sub-regions whose size is \( \sqrt{s}/2 \times \sqrt{s}/2 \). In each sub-region, we can find a set of ordered segments as in Figure 4. The request will be first routed to the first segment in the bottom left sub-region at the cost of \( \Theta(\log^2 n) \) [23].

For a given sub-region, we need to prove that a request packet does not leave the local area that contains the sub-region. In GeoServ, the entire area is divided into \( 2^M \times 2^M \) grids where the size of a grid is given as \( R \times R \). The construction property of the Hilbert curve shows the following. Basic mapping in Figure 2(a) whose size is \( 2 \times 2 \) grids is replicated in four quadrants, generating \( 2^4 \times 2^4 \) grids. The resulted mapping is recursively replicated and will generate \( 2^M \times 2^M \) grids. For a given sub-region, we can find the least size mapping of \( 2^i \times 2^i \) that contains the region: i.e., \( K = \arg \min_{i} \{2^i \times 2^i \geq s/4\} \). Assuming that overlay nodes are uniformly distributed, we can find the expected number of overlay nodes in that area: 
\[
S = \frac{2^K \cdot 2^K \cdot R^2}{2^M \cdot 2^M} \cdot n = 2^{K-M} \cdot 2^{K-M} \cdot n.
\]
Routing is localized within these overlay nodes (that are responsible for the least size mapping area). Hence, the routing cost is upper bounded by \( \Theta(\log^2 S) \).

Now, let \( L \) denote the number of contiguous segments

![Fig. 3. Illustration of unicast routing: Each node has neighbor links and one long link to a random location. Source located at 0001 sends a packet to the destination node located at 1001. It uses a long link to 0110 followed by neighbor links to 1000 and 1001 sequentially (thick dotted lines).](image1)

![Fig. 4. Ordered segments for geocasting in Figure 2(b). Query resolution is performed sequentially; e.g., the query packet is forwarded to the first segment which is then scanned; after this, it is forwarded to the next segment for scanning.](image2)
within the sub-region. We need a look-up for each segment within which we can deliver the packet by following 1-hop neighbor links. Thus, the expected path length of geocasting is upper bounded by \( \Theta(L \log^2 S + s - L) \); i.e., \( L \) unicasts and \( s - L \) hop-by-hop packet transfers (scanning). The upper bound of the number of segments \( L \) can be found as follows. Let \( s_i = \{b_i,e_i\} \) denote the \( i \)-th segment that ranges from \( b_i \) to \( e_i \) in Hilbert Space. By the construction of the Hilbert curve, \( b_i \) and \( e_i \) for any \( i \) can only be located at the boundary of the square area. The circumference of the sub-region is \( 2\sqrt{s} \), and there could be at most \( \sqrt{s} \) segments by definition.\(^2\) The number of segments is simply upper bounded by \( \Theta(\sqrt{s}) \). Therefore, the expected path length within a sub-region is \( \Theta(\sqrt{s} \log^2 S + s) \).

Since we only have a constant number of sub-regions (here four regions), the overall routing cost is simply bounded by the cost of unicast to each sub-region and the routing cost within a sub-region: i.e., \( \Theta(\log^2 n + \sqrt{s} \log^2 S + s) \).

Concurrent geocasting: Since we can scan segment by segment sequentially, geocasting may result in too much delay. Individual geocasting to each segment can reduce the delay, but the overall routing overhead is significantly increased (by a factor of the number of segments). There is a simple, but effective solution that can achieve the comparable result with minimal extra overhead. The idea is to utilize how the Hilbert curve is constructed; i.e., for each recursion, the linear coordinate is augmented with two bits at a time as shown in Figure 2 (e.g., 01 to \([0100–0111]\)). This construction process can be represented using a tree in linear time \([19]\) (see Figure 5). This tree allows us to perform binary search (with a fan-out of four). Any level is sub-space of its parent level. The goal is to follow the tree structure for routing. Upon finding the longest prefix where there are segments of interest (i.e., a region that covers those segments), we select the starting grid point in that region (say, grid 0001 in Figure 5) and tunnel a packet toward that location. Here, by tunneling we mean the packet is encapsulated in the new packet destined to a new location. Once the packet reaches that region, it is forwarded to its sub-levels (via tunneling toward the starting grid point in each sub-level region). In Figure 5, we have two grid points, namely 0001 and 1101 that are the starting grid points of sub-regions, and the query packet is individually routed to the head of each segment (instead of sequential scanning). Compared to individual geocasting to each segment, concurrent geocasting sends a query packet to a region once, and then it will be recursively forwarded to sub-regions in a localized fashion, which significantly reduces the overall routing overhead (as illustrated in Theorem 1).

Dynamic load balancing: Due to skewed distribution of mobile users (e.g., highly dense urban cities vs. low density rural areas), we should balance loads by placing more overlay nodes in those dense areas. Overlay nodes located in the less loaded regions can be dynamically moved to the overloaded regions (known as leave-join method \([13]\)). GeoTable uses Mercury’s load balancing mechanism to preserve locality of content retrieval \([3]\). This load balancing algorithm is simple, fully distributed, and converges quickly. Mercury uses the approximate node distribution histogram over the key space (i.e., for a given key range, how many nodes are there). Based on this, Mercury periodically re-arranges routing tables to preserve the logarithmic DHT operations. The key idea is to arrange the routing table based on node based distance instead of key space. In GeoTable, when a long link is drawn, we use this histogram to permit biased selection from the dense regions (instead of uniform distribution used in the original Symphony).

IV. LOCATION-AWARE PUBLISH-SUBSCRIBE SERVICE

We have discussed geocasting in the previous section where a one-shot query is routed from an application to the region of data sources. In this section, we present the support for subscription queries of multiple users who are interested in data updates on a target region: e.g. traffic information on the commute route. We propose GeoPS, a publish-subscribe service where the data updates on a region are published to all users who have subscribed to that region. This section details GeoPS’s locality-preserving multicast tree construction and management methods and their performance bounds via mathematical proofs.

GeoPS overview: Given that majority of data consumers of location-sensitive data will be located near the area where the data are generated (e.g., traffic information on the commute route), the key design issue is to build a multicast tree a multicast tree that exploits the geographic locality of the group members.\(^3\) Our approach called GeoPS is inspired by hierarchical geographic location services (HGLS) in mobile ad hoc networks such as GLS \([21]\) and HIGH-GRADE \([42]\) where the entire area is recursively divided into a hierarchy of smaller grids, and mobile users’ current locations are efficiently tracked under the geographic hierarchy. The key idea of GeoPS is to build a multicast tree over this geographic hierarchy and to use our geocasting algorithm over the tree to preserve geographic locality.\(^4\) This is a major departure from existing DHT-based multicast solutions (e.g., Bayeux, Scribe) that destroy locality using consistent hashing and randomly distribute geographically correlated subscribers across the entire key space.

Review of HGLS: In mobile ad hoc networks, a location service keeps track of mobile nodes’ current locations and lets mobile nodes to query the current location of an arbitrary node (e.g., to use it for geographic routing). In HGLS, a geographic hierarchy tree is constructed by recursively dividing the entire area into a hierarchy of smaller grids. Figure 6 shows an

\(^2\)Readers can find the exact number of segments for \( s = \Theta(1) \) in \([19]\).

\(^3\)Note that if all subscribers are originated from a single region, we can easily implement the service using geocasting. In this section, we focus on more general scenarios where subscribers are from a set of non-contiguous regions.

\(^4\)We can easily prove that multicast routing is localized as we use our geocasting algorithm presented in the previous section (using similar proofs used in Theorem 1 and in Yu et al. \([42]\)).
example where the root of a tree covers the entire network area (level 2), and each of its children covers a sub-region whose size is one fourth of the network area (level 1). For each level $i$, nodes have a pair of common hash functions $h_{i,x}(id)$ and $h_{i,y}(id)$ that map a node ID to a geographic coordinate $(x,y)$ at level $i$. For a given node whose ID is $\ell$, one node located around the location $(h_{i,x}(\ell),h_{i,y}(\ell))$ is chosen as node $\ell$’s location server at level $i$. The node $\ell$ publishes its current location to the leaf region (level 0 area where the node is currently located), and all its upper level location servers along the single path of the geographic hierarchy tree are initialized as rendezvous points. Note that up-to-date location information is stored locally (at level 0 servers where the node is currently located), and rendezvous points are updated only when the node crosses the level boundary.

Given this, any node can send a location query for the node $\ell$ as follows. The query is first routed to location servers around $(h_{0,x}(\ell),h_{0,y}(\ell))$ in the level 0 area where the querying node is located. If the level 0 location servers do not have the information, the query is routed to the level 1 location servers for node $\ell$ that are located around $(h_{1,x}(\ell),h_{1,y}(\ell))$. The process is repeated until it finds the location servers at level $i$ that have the path information (i.e., rendezvous point). The query then traverses down the hierarchy to find the exact location available at the level 0 location servers. In Figure 7, node A’s current location is stored in node L0:000, and we have two rendezvous points at Level 1 (L1:00) and Level 2 (L2:0). Node D can find node A’s location as follows. It queries node D’s Level 0 server (L0:033), but it fails to find the information. It tries Level 1 server (L1:03), fails, and finally finds a rendezvous point at Level 2 (L2:0). By following the links along the rendezvous points, we can find node A’s current location at node A’s Level 0 server (L0:000).

**Multicast tree construction:** In GeoPS, each group has a unique group ID which is the hash of the group’s textual name concatenated with random string, e.g., hash(“congestion at grid x, y + ?*2@”). This group ID is used for building a multicast tree per group, similar to node ID in HGLS. For a given group ID, we construct a multicast tree rooted at the rendezvous point in level $M$ (top level) using HGLS-like geographic partitioning as follows. Recall that the geographic area is divided into $2^M \times 2^M$ fixed grids where each grid is given as $R \times R$. At each hierarchy level $i$, we have a rendezvous point located at $(h_{i,x}(\text{group ID}),h_{i,y}(\text{group ID}))$. This location is mapped to Hilbert curve space, and the overlay node with node ID closest to this mapped address is selected as a rendezvous point in the overlay network.

When a node joins, the join request message propagates to upper levels starting from level 0 (where the node is currently located), and at each level, a node stores subscription information in the routing table for group ID. Note that routing to a rendezvous point is done via geocasting (with a single grid point) described in the previous section. When the message finds that there is an existing subscription entry for a given group ID, the rendezvous points in its upper levels were already initialized by other group members (a subscription entry of the group is already present). Thus, the message stops there, and the child node is simply added to the table (i.e., a direct path to the child). In Figure 7, when mobile user A joins, the subscription message is installed at L0:000, L1:00, and L2:0 sequentially. We repeat the same process when user B, C, D join, and Figure 7 shows the resulting multicast tree (dark gray nodes have the subscription entry). Now, when a new mobile user N joins, its subscription message will be installed at L0:003, and it will then be forwarded to L1:00. This level 1 node finds that there is an existing subscription entry set by mobile user A, and the subscription message stops propagating.

The leave process is similar to the join process. When a mobile node gracefully leaves the system, it sends a leave message to upper levels to remove the subscription information. In each level, if there is no more subscription entry for a given group, the message is sent to the upper levels sequentially.

**Mobility handling:** A mobile client’s subscription needs to be updated (to upper layers) whenever the client crosses the level boundary (via explicit leave and join). When there is a single subscriber for a given group, and this client crosses level $m$ boundary, all rendezvous points at and below level $m+1$ need to be updated. In Figure 7, when mobile client C moves to the adjacent grid on the left (crossing level 1 boundary), rendezvous points at level 0, 1, 2 are updated; and when mobile client D moves to the adjacent grid upward (crossing level 0 boundary), those at level 0, 1 are updated. Interestingly, given that an overlay node typically keeps a fraction of grid space, one possible optimization would be not notifying updates as long as a mobile client is associated with the same overlay node.

**Data update publish:** A source can send a message along the tree starting from the leaf node (Level 0) and traversing toward the upper levels. When there is a matching subscription in an intermediate node, it sends the message to each child in the subscription entry from which the packet starts traversing down the tree. Figure 7 shows an example. We have four members (mobile clients): A, B, C, and D. Source D sends the packet to L1:03 (step 1). L1:03 sends it to both L0:030 and L2:0 (step 2 and step 3). After this, L2:0 sends it to L1:00.
and L1:01 (step 4), L1:00 and L1:01 send it to L0:00 and L0:013 respectively (step 5). They deliver the packet to A and B (step 6).

**Minimum depth configuration:** In practice, the number of overlay nodes is much less than the total number of grids (i.e., entire key space). Thus, the lowest depth should be configured as \( L_{M-K} \) rather than naught (where \( M \) is the maximum level, and \( K \) is the depth of a multicast tree) such that there is at least one overlay node in that region; otherwise, we are storing redundant rendezvous points (in sub-trees below the lowest level) to the same overlay node. Note that we can configure the depth in a distributed manner by utilizing the node distribution histogram and network size estimates from GeoTable’s load balancing. The following theorem shows that we have \( K = O(\log n) \) under uniform node distribution.

**Theorem 2:** The depth of a multicast tree is bounded by \( O(\log n) \) under uniform node distribution where \( n \) is the number of overlay nodes.

**Proof:** Assuming that overlay nodes are uniformly distributed, the expected number of overlay nodes in the lowest level is given as \( \Theta(\frac{2^{M-K}R}{2^{M}R} \cdot n) = \Theta(\frac{n}{2^{K}}) \). Now, we want to assure that the lowest level is covered by at least a constant number overlay nodes, i.e., \( \Omega(1) \). By considering this equality condition, we have \( K = O(\log n) \).

Note that the lowest level configuration has a positive impact under high mobility scenarios. If all \( M + 1 \) levels are used for building a multicast tree, a mobile user’s subscription needs to be frequently updated (to upper layers) whenever the node crosses the level boundary. When the lowest level is configured as \( L_{M-K} \), this frequent update problem can be easily mitigated.

**Load balancing:** Some regions could be highly populated with mobile clients because dynamic load balancing in GeoTable re-organizes overlay nodes such that those regions are served by more number of nodes. In GeoPS, this can be easily handled by hierarchically re-partitioning the highly populated area (say \( R \) more levels result in the minimum level of \( L_{M-K-R} \)), which can be done by utilizing the node distribution histogram and network size estimates from GeoTable’s load balancing.

**Membership management cost:** The following theorem proves that membership subscription can be performed efficiently. The cost of membership updates due to mobility has the same bound and can be proved similarly.

**Theorem 3:** The routing cost of membership subscription is bounded by \( \Theta(\log^{2} n) \) under uniform node distribution where \( n \) is the number of overlay nodes.

**Proof:** The lowest level is given as \( L_{M-K} \). The worst case happens when there are no initialized rendezvous points along the single path of the tree with depth \( K \). This is also true when we add a new group. In Theorem 1, we show that the routing cost with a subset of nodes in a given area is bounded by \( O(\log^{2} S) \) where \( S \) is the number of overlay nodes in that area. Hence, routing the join message from level \( i-1 \) to level \( i \) takes \( O(\log^{2} \frac{n}{2^{i}}) = O(\log^{2} n - i^{2}) \) hops where \( i = O(\log n) \) as shown in the above theorem. There are \( K + 1 \) levels. The total routing cost is simply \( (K + 1) \log^{2} n - \sum_{0}^{K} i^{2} = \Theta(K \log^{2} n - K^{3}/3) \). Since we have \( K = O(\log n) \), the overall cost is bounded by \( \Theta(\log^{2} n) \).
Fig. 8. Locality of geocasting: routing cost from (0, 0) to (X, Y) in grid space

Fig. 9. Average hop counts with different region sizes located at varying grid distances (SG: sequential geocasting, CG: concurrent geocasting, CH: consistent hashing based DHT)

Fig. 10. Relative overhead against sequential geocasting at varying grid distances (log scale in Y-axis)

Fig. 11. Total published data size per overlay node with different numbers of mobile clients (a boxplot shows min, 25%, median, 75%, and max; U: unbalanced, B: balanced, 1K: 1000)

Fig. 12. Subscription-based multicast routing comparison: GeoPS vs. Scribe

Fig. 13. Subscription update frequency per node (per minute): Manhattan grids with different number of mobile and overlay nodes

region sizes: 2×2 and 6×6. The querying node is located at grid (0, 0), and it sends queries with different area sizes. We vary the distance between the querying node and the query region from 0 to 255. We compare the performance of various schemes: conventional DHT with consistent hashing (CH), sequential geocasting (SG), and concurrent geocasting (CG). In CH, each grid is randomly mapped into the key space; 2×2 and 6×6 queries require 4 and 36 unicasts respectively. Figure 9 shows that as the grid distance increases, the average hop count of SG and CG increases due to locality (and CG is better than SG), whereas that of CH does not change with the distance due to lack of locality. One caveat is that the delay improvement of CG against SG comes at the cost of more packet forwarding, yet that is far more efficient than issuing individual unicast to each segment. Figure 10 plots the relative overhead of concurrent geocasting (in log scale), showing that the total routing cost does not largely deviate from that of sequential geocasting (as the target region size is much smaller than the entire map).

**Load balancing:** Mobile clients publish sensor data to the overlay nodes. We study how heterogeneous distribution of mobile clients influences the overall load imbalance. We use the Los Angeles map to extract road topology information. The area size is 12,800m×12,800m, centered at the UCLA campus. The northern parts of the area are residential area (low road density), whereas the southern parts are commercial districts (high road density). We use the grid size of 50m×50m, and the area is composed of 256×256 grids. We simulate different numbers of mobile clients from 1000 to 5000 with a gap of 500mobiles[50km/h]. The querying node is located at (0, 0, 0) to (X, Y) in grid space and draw a boxplot in Figure 11. In the figure, we show the case with load balancing and load unbalancing (denoted as B and U on the x-axis, respectively). As expected, the total data size increases linearly, as the number of mobile clients increases (proportional to the number of mobile clients as we assumed data generation at constant rate). The case without load balancing shows much higher variation (in box plots) as opposed to the case with load balancing. There are still minor variations in the case with load balancing. This is because the system load of GeoTable becomes balanced after several iterations of leave/join-based load balancing operations.

**Location-aware publish-subscribe service:** To show the geographic locality of our subscription-based multicast routing, we increase the width of the region in which all the multicast receivers lie. The region size ranges from 32×32 to 256×256. We vary the origin of the region from (0, 0) to the maximum allowable, e.g., for 32×32, it is (224, 224), and report the average hop count. We compare the performance of GeoPS with Scribe multicast routing protocol [4]. Recall that Scribe destroys the locality by using consistent hashing. We randomly choose 5 or 10 random grids within the region, and each grid is assigned with a subscriber (5 or 10 subscribers). We measure the aggregated number of hop counts to deliver a packet to all the multicast receivers. Figure 12 clearly shows that our multicast routing exploits the locality of receivers. As the area size (where the subscribers lie) increases, geographic locality among subscribers disappears, and accordingly, the cost of GeoPS increases, converging to that of Scribe in the case of 256×256.

**Subscription update frequency with mobility:** We use different numbers of mobile clients, namely 500, 1000, and
1500, moving on Manhattan grids of size 256×256. We set the nodes’ maximum speed to 50km/h. The number of overlay nodes is varied from 1000 to 5000. Figure 13 shows the average number of subscription updates per node (per minute). The update frequency increases with the number of overlay nodes. As the number of overlay nodes increase, the average key space per node decreases, causing more updates. Note that because an overlay node typically keeps a fraction of grid space, a mobile client does not necessarily notify its update as long as it is associated with the same overlay node. The figure also shows that as the number of mobile nodes increases, the update rate decreases. This is because the more number of vehicles, the lower the maximum vehicle speed in urban environments.

VI. RELATED WORK

Internet-based sensor data sharing: Internet-based approaches for generic sensor data sharing have a simple multi-tier structure such as ArchRock [41], SensorBase [33], and SensorMap [27], or semi-hierarchical structure such as IrisNet [12], and Global Sensor Networks (GSN) [1]. In ArchRock [41] and SensorBase [33], sensor data from a sensor network is aggregated at the local gateway and is published to the front-end server through which users can share the data. In SensorBase, back-end servers (called republishers) further process sensor data to enable data search. SensorMap [27] is a web portal service that provides mechanisms to archive and index data, process queries, and aggregate and present results on geocentric Web interfaces such as Microsoft Virtual Earth. In IrisNet [12], each organization maintains database servers for its own sensors, and a global naming service is provided for information access; a similar approach is used in GSN [1] to allow users to query local and remote sensor data sources. GeoServ differs from these approaches in that it focuses on large-scale participatory sensing and facilitates information sharing via a scalable structured P2P overlay that efficiently supports location-sensitive data publish/retrieval.

DHT-based distributed storage systems: Structured overlay networks (or DHTs) such as Chord, CAN, and Pastry (and file systems based on DHTs such as CFS [7] and PAST [35]) provide efficient, scalable, robust methods of locating and storing resources over the overlay network. However, since these systems use consistent hashing to map node ID and keyword to key space (i.e., DHT only provides exact match queries), it is non-trivial to support complex queries such as range queries. Chawathe et al. [5] proposed a Prefix Hash Table (PHT) that is a trie-like data structure to provide a range query on top of the DHT layer. PIER [18], a distributed query engine based on DHTs provides rich declarative SQL queries such as equi-join. The major disadvantage of this layered approach is that an extra data structure must be maintained over the DHT.

Instead, researchers tried to solve the fundamental problem of supporting a range query by directly using keyword space as DHT key space such as domain names and location (e.g., SkiptNet [17], D2 [28], Mercury [3]). Nodes can be assigned with random node IDs drawn from the key space [3], or with some restrictions such as domain names + random ID [17] and user ID + file IDs [28]. Then, the next challenge is to support multi-dimensional range queries (in our case, geographic range queries). In Mercury [3], each dimension has its own table, and data are published to all tables such that a query can be resolved only using a single table. Maintaining separate tables makes load balancing and storage/consistency management very difficult, because each table may need to store a sheer amount of data (e.g., for a given X coordinate, entire Y coordinate space must be handled). Recently, Rybicki et al. [36], [37] proposed PeerTIS that directly uses geographic coordinates as key space of CAN [30] to support geographic range queries for sensor storage on the mobile-to-mobile Internet overlay. CAN’s routing cost is given as $O(dn^{1/d})$ with $d$-dimensional Cartesian coordinate space, and logarithmic hop can only be achieved when $d = \log_2 n/2$. In 2D space ($d = 2$), however, the routing cost becomes $O(\sqrt{n})$, failing to guarantee logarithmic routing properties.

In GeoServ, we linearize 2D geographic space into fixed size grids with the Hilbert space filing curve (HSFC) [19]. To support location-aware sensor data publish/retrieval, we significantly extend Symphony DHT [23] that only support (key, value)-based unicast routing with consistent hashing. While HSFC was used in other proposals [32], [38], none of these schemes are designed for location-aware sensor data publish/retrieval. The main departure from existing works include that (1) GeoServ is a two-tier architecture where Internet-based fixed servers form a distributed P2P overlay network, through which mobile users publish/access location-aware sensor data; and to minimize data publish/retrieval overhead, mobile clients are associated with the overlay nodes that are responsible for the area where they are residing (like WiFi hotspot association); (2) we formally prove that owing to the recursive construction property of HSFC, GeoServ can always preserve geographic locality; and (3) GeoServ efficiently supports location-aware publish-subscribe services such as sharing traffic information with a group of mobile users.

Distributed load balancing in DHTs: When the keyword space is directly used, it is very important to consider load balancing because keyword space may be skewed. Existing approaches perform load balancing using virtual servers as proposed in [13]; i.e., servers located in the less loaded regions are moved to the overloaded regions. SkipNet uses string name ID space (augmented with DNS names, e.g., microsoft.com!skipnet.html) to preserve content locality and to provide data controllability within domains, yet it can only provide per-domain load balancing based on virtual servers and assumes that popularity distribution among domains is uniform. Bharame et al. [3] showed that such virtual server based load balancing approaches cannot efficiently handle skewed key distribution because after load balancing, the nodes may no longer be uniformly distributed over the key space, which is a necessary condition for the logarithmic DHT operations. Mercury DHT [3] periodically re-arranges routing tables to preserve the logarithmic DHT operations by using the approximate overlay node distribution histogram over the key space. GeoServ adopts this technique to balance load in HSFC space.

DHT-based publish-subscribe services: There are several publish-subscribe protocols (also known as application-level multicast routing) based on DHT: Bayeux on Tapestry [43],
Scribe on Pastry [4], and CAN multicast [31]. These protocols have different methods of building an application-level multicast tree per group. CAN multicast builds a new CAN per group and use flooding over the group-based CAN overlay. Bayeux and Scribe use a rendezvous-based method where there is a rendezvous node for each group. While Bayeux pushes all the subscription information at the rendezvous node, Scribe tries to distribute it along the intermediate nodes when a subscription message is routed toward the rendezvous node. All of these approaches, however, use DHTs that are based on consistent hashing, destroying geographic locality in content-based routing. In contrast, GeoServ uses locality-preserving content-based routing (geocasting). The key innovation is that our protocol partitions the network area in a hierarchical fashion (like hierarchical geographic location services [21], [42]) and thus, the locality of multicast receivers is preserved.

VII. CONCLUSION

The main focus of this paper has been to design a scalable sensor networking system that enables location-relevant sensor data sharing among mobile users with smartphones. Given that mobile-to-mobile P2P networking over cellular networks is challenging due to the limitation of cellular networks and constrained resources of mobile devices, we proposed GeoServ, a distributed two-tier sensor networking system that exploits the Internet infrastructure, where mobile users publish/access sensor information through the Internet-based distributed sensor storage. The key services of GeoServ include GeoTable, a location-aware sensor data retrieval service that efficiently supports geographic range queries, and GeoFS, a location-aware publish-subscribe service that enables efficient multicast routing over a group of subscribed users. We proved that GeoServ protocols preserve geographic locality and validated their performance via extensive simulations.
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